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“Will AI be replacing people in the near future?”

“It looks to me like, and for a while, AI is much better at doing tasks than 

doing jobs. It can do these little pieces super well, but sometimes it goes 

off the rails. It can’t keep very long coherence. So, people are instead 

just able to do their existing jobs way more productively, but you really 

still need the human there today.”

Sam Altman, CEO of Open AI

2

1

2



3/26/2024

2

What is Generative AI?

• Set of algorithms for generating seemingly new, realistic content from 
training data 
o text, images, or audio

• Built on top of foundation models trained on a vast quantity of 
unlabeled data in a self-supervised way to identify underlying patterns 
for a wide range of tasks.

• Watershed moment for tech transfer 
o Automate/accelerate most back-office tasks
o Provide rapid assessment of tasks previously considered complex

How does it work?

https://writings.stephenwolfram.com/2023/02/what-is-chatgpt-doing-and-why-does-it-work/
https://bootcamp.uxdesign.cc/how-chatgpt-really-works-explained-for-non-technical-people-71efb078a5c9

This text is 
converted into a 

special format for 
analysis, called 

tokens

Assemble billions 
of text samples 

from documents, 
websites, etc.

Computers read 
tokens, figure out 

which words are likely 
to follow others.

Researchers give 
feedback to the model, 
which learns the “best” 
sequences of words.

When given a new 
prompt, the trained 

model generates one 
token at a time.
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The Big-Bad: Hallucinations

• Hallucinations
• Generation of outputs that may sound plausible but are factually incorrect or 

unrelated to the given context
• Outputs often emerge and show

o Inherent biases in the model
o Lack of real-world understanding
o Training data limitations

• Mitigating Hallucinations
• Use the foundation model on a restricted set of inputs
• Use a prompt that restricts outputs

https://bernardmarr.com/chatgpt-what-are-hallucinations-and-why-are-they-a-problem-for-ai-systems/

Public vs. Private Instance

Public LLMs
• Pros

o Public LLMs are everywhere
o Free
o Good to test out prompt 

engineering, work with 
templates, or generalize outputs

• Cons
o All of your inputs will be used to 

train the model 

DO NOT PUT CONFIDENTIAL 
INFO IN A PUBLIC LLM!

Private LLMs
• Pros

o Several to choose from 
(GPT/OpenAI/Microsoft Azure)

o All data remains private! 
o ROI for a TTO is definable

• Cons
o Not free…but not expensive either
o Cost of tokens is plummeting as 

we scale
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How NYU Started

NYU Langone Health worked with Microsoft on using LLMs 
to improve patient-facing interactions for several years

Created “NYUTron”, a healthcare-specific LLM that was 
meant to be used with PHI/PII 
o NYULH is creating COMAI, an academic consortia focused on 

medical centers, to leverage this LLM

I realized that if PHI/PII was handled, it was clearly secure 
enough to handle our TTO issues…

The Opening Gambit

• Small TTO:
o Limited resources
o Scaling is challenging
o Administrative work >> project work
o No time to work with researchers to find 

opportunities

• Large TTO:
o Operating at scale requires tremendous overhead
o Administrative work >> Business development 

capacity >> back office capacity
o No time to work with researchers to find 

opportunities

TTO tasks are often:
• Repetitive

o Invoicing
o MTAs

• Under-Resourced
o Financial compliance
o Marketing

• Time-Consuming
o Reviewing draft agreements

Generative AI could be used to free up staff time 
to focus on higher-value work
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Stages of Development

Getting Started 
Deployment and Implementation

10

Trial-stage 
rollout

40 individuals given 
exploratory access, 

told to “go play”

Week 1Start Week 2

No use cases 
were presented

Week 3 Week 4

Roughly two 
use cases

Present Day

200 
use cases 
across NYU
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Restricted Beginnings

• NYU started with Azure Chat playground

• Use cases had to be built with prompting 
and examples

• Each chat session is a brand new chat, the 
model cannot learn from previous chats. 

KJ1

12

Stage 1 - The Early Days of AI in Our Office

Initial Focus
Basic tasks like contract reviews

Prompt Precision 
Learned the importance of specific prompts for better outputs

Learning Curve
Early interactions highlighted the need for nuanced communication

Foundation Building
Set the stage for advanced AI applications.
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KJ1 too detailed in terms of implementation
Keary, John, 2/9/2024
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Stage 2 - Refining AI for Enhanced Outputs

Prompt Engineering
Improved how we ask, leading to better answers from AI

Quality Outputs
Achieved detailed analyses and actionable suggestions

Efficiency Boost
Significant time savings in routine tasks

Workflow Transformation
Enabled focus on strategic, high-value work

1

2

3

KJ2
KJ3

14

Stage 3 - Broadening AI's Application Spectrum

Beyond Contracts
Expanded to drafting legal documents, including breach notices, 
termination letters, and memos

Personalization and Precision
Tailored outputs to specific operational needs

Strategic Focus
Freed resources for negotiation and partnership development

Future Potential
Opened avenues for AI in predictive analytics and complex 
document preparation

1
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KJ4
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KJ2 instead of screenshot, go back and show the outputs.
Keary, John, 2/9/2024

KJ3 show two outputs. first result, current result.
Keary, John, 2/9/2024

Slide 14

KJ4 follow point 7
Keary, John, 2/9/2024
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AI Implementation Analytical Review –
Compliance only

16

AI-Assisted Contract Analysis
Audit Project

Prompt Objective & Value Generation

• Detailed analysis of contract agreements

• identify instances of breaches and outstanding 
receivables due 

Progress

• Project completed in 4 months (initially 
scheduled for 2 years)

• Salary & fringe savings of $212,483

License Agreements Reviewed
from FY17-23

500+

a$2.7M

$1.3M
in payment plans

$1.16M
under negotiation

$270K*

Identified AR
*collected

Achievements:
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Technology Opportunities and Ventures 17

Automation of 
Agreement Generation

Prompt Objective & Value Generation:

Automation of agreement generation for 
terminations, breaches, and negotiations. 
Ability to:

• Rewrite unfavorable provisions in 
accordance with policies and directives

• Be uniform, consistent, and efficient –
removes “blind spots” and training gaps

• Up to 30% FTE effort reduction or ~$9K in 
salary/fringe expense redirection per 
agreement

Achievements

Manual Process AI Process

Automated termination and notice to cure letters

Manual Process AI Process

SaaS agreement review

KM1

Bots for Finance Use

Prompt Objective and Value Generation

Performs data analysis and financial 
reconciliations, including:

• Ability to summarize trends, one-
timers/outliers, and financial variance 
explanations

• Converts datasets into functional documents 
e.g. Excel, PowerPoint, or as specified

• 10% reduction in effort per FTE (600-line 
recon. use case) 

• Easily scalable and replicable

Reconciliation Efficiency
45

5

Manual Bot-Assisted

Manual Process Bot-Assisted

Data Analysis & Financial 
Reconciliations Efficiency

Achievement
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KM1 for slides 4, 5 and 7
Kalic, Merima, 1/23/2024
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Summary of Existing Prompts

• Letter drafting

• License notice to cure

• License termination letter

• Agreement summaries

• Agreement to database

• Sponsored research agreement review

• Broad agreement review

Coming Soon!
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Technology Opportunities and Ventures 21

Pushing Forward – Bot creation

KJ5
KJ6

KJ7

22

Microsoft Assistants

21
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KJ5 drag slide 13/14 to the end
Keary, John, 2/9/2024

KJ6 coming soon before this.
Keary, John, 2/9/2024

KJ7 create a new
Keary, John, 2/9/2024
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The Disclosure is Dead. Long live the Disclosure!

Prompt Objective & Value Generation:

• Generates invention disclosures based on 
scientific documentation provided by the 
researcher

• Includes market research based on subject matter 

• ~95% FTE effort reduction per 
disclosure. 

• Ability to scale disclosure volume 
without additive headcount

Scientific Documentation Disclosure Assistant Disclosure

24

Challenges & Considerations

• Learning curve & adaptability

• Identifying strong QC datasets 

• Technical know-how 

• Dynamic regulation 

• Over-reliance 

• Resistance to change

• Startup costs

KJ8
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KJ8 not drawbacks, just whats the anti. discuss the poli sci. now im 
doing AI
Keary, John, 2/9/2024
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Technology Transfer in Action

Dr Declan Weldon
Executive Director

Jamie Wightwick
Operations Manager
Innovation, Entrepreneurship & 
Engagement Directorate
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About our service
• Our ambition: a leading university for I&E

• Our community: 10K staff and 43K students

• Our team: 4 FTE (2022) > 24 FTE (end of 2024)

About the University
• Established in 1451

• A global top 100 university

• Member of the Russell Group of 
research-intensive UK universities

Challenges

• Expanding Team - recruitment

• Growing demand for services

• Ambitious goals

• Economic Headwinds

• Increasing costs/labour and ops

• Competition for funding/investors

• Quality of outputs

• Lots and lots of data

• Cultural change

• Academic workloads

27

28



3/26/2024

15

Why Consider AI

• Scaling up, not cutting back

• Growing our pipeline, not our paperwork

• Making time for people, not process

• What would the neighbors say…

Our Pilots

Innovation, Entrepreneurship and Engagement

Academic Consultancy IP & Commercialisation Partnerships

Client contract review

• Generating summaries of key 
contract info

• Redrafting terms

Invention disclosures

• Translating natural inputs 
(emails, papers) into disclosures

• Validation of forms

Relationship intelligence

• Opportunity development

• Spotting partnerships hidden in 
corporate data
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Academic Consultancy

Client contract review

• Generating summaries of 
key contract info

• Redrafting terms

• Example 10-12 mins vs 1hr

IP & Commercialisation

Invention disclosures

• Translating natural inputs 
(emails, papers) into 
disclosures

• Validation of forms
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Partnerships

Relationship intelligence

• Primers for new 
projects/opportunities

Ex. 10m vs 2hrs

Partnerships

Relationship intelligence

• Distilling data sets

Ex. 20mins vs 2hrs

• Spotting partnerships 
hidden in corporate data

(Redacted)
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Next Up: Governance and Oversight

Partnership

Interested in starting a working 
group(s) which looks at 
multiple disciplines:

> Health Sciences
> Arts and Humanities
> Engineering
> Social Sciences
> Physical Sciences

Prof Ana Basiri

Director, Centre for Data Science and AI

UNIVERSITY OF GLASGOW LAUNCHES NEW CENTRE FOR DATA SCIENCE & AI
Published: 11 September 2023

The University of Glasgow has opened a new centre dedicated to cutting-edge 
research on data science and artificial intelligence across a wide range of applications.

The Future

35
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Where This Is Going

• Companies working on AI for patent drafting, where the non-claims 
section of intellectual property work will be commoditized

• The future will be dominated by bespoke, small language models 
(SLMs) performing specific tasks exceptionally well

• AI will be used as an executive assistant for all employees to improve 
efficiencies
• Over time, staffing levels could go down (or more likely, not go up)

The future is BOTS, not PROMPTS

TOV Assistant—“Talk to your data”

Prompt Overview

• Talking to Your Data:
o Communicative access to 

agreement data
o Backloaded with 1000+ agreements

Phase 2 Features

• Direct email communication

• Learning to draft full license agreements
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The Big Reveal

Everybody Gets the Prompts!!!
Scan the QR code to download the TOV-AITM Prompts
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